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Abstract 
This paper presents three data mining problems that are often encountered in building a response model. They are robust 

modeling, variable selection and data selection. Respective algorithmic solutions are given. They are bagging based 
ensemble, genetic algorithm based wrapper approach and nearest neighbor-based data selection in that order. A real world 
data set from Direct Marketing Educational Foundation, or DMEF4, is used to show their effectiveness. Proposed methods 
were found to solve the problems in a practical way. 
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1. Introduction   

Response modeling is concerned with computing the 
likelihood of a customer to respond to a marketing campaign. 
Lack of mental models for decision making leaves theoretical 
models unattainable.  Statistical models are often developed 
from a historic data set which contains customers’ past 
purchasing behavior and demographic information. The 
marketers can then use the model to compute the likelihood 
values or scores to reduce the number of customers whom 
they target in actual campaign. As far as the number of the 
responding customers is reasonably similar, the effectiveness 
of the campaign can be raised. Conventional statistical 
methods include logistic regression and multi-normal 
regression. Recently, however, machine learning based data 
mining models such as neural networks and support vector 
machines have been increasingly employed with significantly 
better accuracies. There are several data mining related issues 
in response modeling. They include instability of complex 
nonlinear models, many potential predictor variables to 
consider, and many data in the database. Each of these issues 
is not easy to tackle. Left unsolved, however, they result in 
poor performance. In this work, we present practical remedies 
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for these problems : bagging ensemble, GA wrapper variable 
selection and Neighborhood Property based pattern selection, 
respectively. Experimental results involve a real world data set 
from Direct Marketing Educational Foundation(DMEF). Four 
remedies are applied and shown to have the desired effect. 

This paper comprises four sections. The next three sections 
cover each issue, its remedy and empirical results : instability, 
variable selection and data selection, in that order and a 
conclusion is presented. 

2. Model Instability 

Traditionally, a linear statistical method such as logistic 
regression has been used to model response based on a test of 
a random sample of customers from the complete list. In order 
to overcome the limitations of logistic regression, other 
approaches such as ridge regression, stochastic RFM response 
models and hazard function models have been proposed 
recently. Neural networks, a class of non-linear models that 
mimic brain function, have been employed in marketing 
because no a priori knowledge or assumption about the error 
distribution is required[19]. It has been shown in one instance 
that neural network models improved the response rate up to 
95% in direct marketing[2]. In another application, bank 
customers’ response was predicted using a neural network[8], 
yielding superior results. A neural network was also shown to 
outperform multinomial logistic regression[1]. 
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However, there is a tricky process involved in using neural 
networks or any complex nonlinear classifiers such as 
decision tree. An overly complex neural network is said to 
have a large variance; performance of the network varies 
greatly over different data sets from an identical population 
distribution.  Simple models such as logistic regression 
would not have such a problem. When models have a large 
discrepancy between the true target and the expectation of the 
model output over different data sets, the models are said to 
have a large bias. Both bias and variance create classification 
error. A complex model has a large variance and a small bias 
while a simple model has a large bias and a small variance. 
One can typically improve one type of error at the expense of 
the other, thus the “bias-variance” dilemma[5]. It is a difficult 
task to determine the “optimal” complexity of a neural 
network given a finite training data set. What is usually 
practiced is a model selection process, a tedious, time-
consuming trial-and-error search for the optimal complexity. 
Numerous research papers have been written about ways to 
find the right complexity, but it appears impossible to find an 
easy-to-understand and easy-to-follow procedure. 
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One way to alleviate the instability of a single neural 
network is to combine multiple networks. One of the most 
popular methods is bagging, or bootstrap aggregating, 
proposed in late nineties[3]. The bagging process begins with 
bootstrapping the training data(Step 1 in Figure 1). Given a 
data set of N patterns(i.e., customer records), a bootstrap 
sample is constructed by randomly sampling N patterns with 
replacement. Due to replacement, some patterns are picked 
more than once while some other patterns are not picked at all. 
It is estimated that a bootstrap sample contains about 67% of 
the original data set patterns. 

Next, each bootstrap data set is used to train a neural 
network(Step 2 in Figure 1). Then one has L neural networks. 
The outputs of L neural networks are all potentially different. 
The final model output is computed by averaging L outputs 
for a regression problem or by a majority voting for a 
classification problem(Step 3 in Figure 1). It is obvious that 
bagging training takes at least L times the duration of a single 
neural network training, plus the bootstrap time. One positive 
aspect of bagging in terms of computation time is that the 
training of L neural networks can be done in parallel, if 
sufficient hardware and/or software systems are available.  

 

 

Figure 1. Conceptual model of bagging with L MLPs, each trained with N 
patterns 

 

Bagging reduces variance[3] or model variability over 
different data sets from a given distribution, without 
increasing bias, which results in a reduced overall 
generalization error and an improved stability. Although the 
method is quite simple, it was found to be effective in many 
applications. The other advantage of using bagging is related 
to model selection. Since bagging transforms a group of over-
fitted networks into a better-than-perfectly-fitted network, the 
tedious time-consuming model selection is no longer 
necessary. This could even offset the computational overhead 
introduced by bagging that involves training L neural 
networks.  

DMEF4 is a public-domain data set provided by the Direct 
Marketing Educational Foundation(www.the-dma.org/dmef/). 
The data set is from an upscale gift business that mails general 
and specialized catalogs to its customers several times a year. 
There are two time periods, “base time period” from 
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December 1971 through June 1992, and “later time period” 
from September 1992 through December 1992. Every 
customer in the “later time period” received at least one 
catalog in early autumn of 1992. The fact that the data set is 
old does not matter since we focus on comparing the relative 
performance of different approaches. Now we are to build a 
response model for period October 1992 through December 
1992 time period. That data set consists of 101,532 customers 
or records and 91 predictor variables or columns. The 
response rate is 9.4%. Since the experiments were repeated 30 
times, the number of data or customers had to be reduced.  
Instead of randomly selecting 20% of customers, we chose to 
select those 20% of customers who are “important” in terms 
of their recent purchase. Recency was implemented using 
“weighted dollar amount spent” defined as 
 

Weighted Dollar  =  0.4 × Dollars of this year 

+ 0.3× Dollars of last year 

+ 0.1× Dollars of 2 years ago 

+ 0.1× Dollars of 3 years ago 

+ 0.1× Dollars of 4 years ago 
 

The particular values of weights were arbitrarily determined.  
However, a particular choice of the values would not alter the 
outcome of the experiments. The reduced data set now has 
20,300 “important” customers with 18.9% response rate. We 
randomly chose 90% of these data for training. The remaining 
10% or 2,030 records were set aside for test. The response rate 
of the test data set was 17.73%. The same data set was used in 
the following sections. 

Figure 2 displays ROC charts for worst case out of 20 
repetitions. The curve was formed by connecting adjacent 
points, each of which corresponds to a(false positive, false 
negative) pair obtained from a particular threshold value 
among nine, ranging from 0.1 through 0.9. A total of four 
models were built: the proposed bagging MLP(BMLP), a 
single MLP(SMLP), logistic regression with balanced data set 
(BLR) and logistic regression with unbalanced data 
set(UBLR). Three observations can be made. First, the 
bagging MLP(BMLP) did best. That was exactly what we set 
out to demonstrate by using BMLP in the first place: building 
a model that is good as well as stable in fit. Second, the single 
MLP did worst.  Third, the BLR and UBLR did not seem to 
differ much in terms of false positive and false negative. 
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Figure 2. Worst case ROC curves for four models : BLR, UBLR, SMLP 

and BMLP 

3. Variable Selection 

A second issue involves which variable to choose in 
response modeling. A customer related data set usually 
contains hundreds of features or variables, many of which are 
irrelevant and heavily correlated with others. Without 
prescreening or feature selection, they tend to deteriorate 
performance of the model, as well as increase the model 
training time. Feature subset selection can be formulated as an 
optimization problem which involves searching the space of 
possible features to identify a subset that is optimum or near-
optimal with respect to performance measures such as 
accuracy. Various ways to perform feature subset selection 
exist[16]. They can be classified into two categories based on 
its relation with base learner: filter and wrapper. The filter 
approach usually chooses features independently of base 
learner by human experts or statistical methods such as 
principal component analysis(PCA). Generally, It is 
computationally more efficient than a wrapper approach, but 
its major drawback is that an optimal selection of features may 
not be independent of the inductive and representational 
biases of the learning algorithm that is used to construct the 
classifier. The wrapper approach, on the other hand, evaluates 
candidate feature subsets by training a base learner such as a 
neural network or support vector machine with a given 
training data set using each feature subset under consideration 
and then testing it against a separate validation data set. Since 
the number of feature subsets is usually very large, this 
scheme is feasible only if training is relatively fast[16]. 
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Furthermore, since wrapper approach usually involves search, 
choosing a proper way of searching is also an important issue. 
A simple exhaustive search is computationally infeasible in 
practice. Therefore, suboptimal yet practical search method is 
desired. The well known stepwise regression is a wrapper 
approach based on a greedy search. It is computationally 
efficient yet achieves suboptimal solution. Since more 
computing power is available now, randomized or 
probabilistic search such as genetic algorithm(GA) is used 
more often. It is computationally more involved, yet promises 
a solution close to the optimal solution. 

Most literature has treated the two issues separately.  
Model building procedure usually deals with feature selection 
first, and then with ensemble creation[7]. However, separation 
of the issues is not desirable since a feature subset selected 
may be optimal for a single classifier, but may not be optimal 
for an ensemble. In fact, it may be better off if each member 
classifier of an ensemble employees different feature subsets.  
Since they are interrelated, these two issues need to be 
addressed at the same time. In this paper, we propose a 
framework where these two issues are addressed together with 
a goal of obtaining a globally optimal solution, not a 
combination of two locally optimal solutions. In particular, we 
propose an ensemble of classifiers trained with different 
subsets of features chosen by a GA based wrapper feature 
selection approach.  

In a GA based wrapper approach[16], each feature is 
encoded as a gene and a subset of features as a chromosome. 
Presence or absence of a feature corresponds to 1 or 0 value 
respectively in the chromosome. To each chromosome does 
base learner correspond which is trained with only those 
features that are present in the chromosome. Initially, a 
population of chromosomes is randomly created. The 
validation accuracy of the trained base learner is considered as 
the fitness of the corresponding chromosome. Selection 
operation screens out those chromosomes that correspond to a 
low fitness value. A next generation of chromosomes is 
created from the selected chromosomes through cross-over 
and mutation. These operations are designed so that the next 
generation is “fitter”. With this process being repeated, the 
population of chromosomes evolves with an expectation that 
fitter chromosomes emerge and survive. In most practical 
situations, chromosomes do improve and become fitter. In the 
end, only the fittest ones do survive and they qualify as 
“good” feature subsets. 

The base learner can be any classifier with a reasonably 

good generalization performance and quick training capability.  
We found that Support Vector Machine(SVM) suits the 
requirement very well[15]. In one of our previous studies, an 
SVM resulted in a comparable performance with that of four 
layer multilayer perceptron neural network while its learning 
time was three orders of magnitude faster than that of neural 
network[18]. A GA wrapper approach with SVM as a base 
learner is depicted in Figure 3. 

 

Initial Population

Crossover and

Evaluation by SVM

Selection

Best Solution 

New Pool of 
Candidate Feature

Pool of Candidate

 
Figure 3. GA-SVM Wrapper Approach for Feature Subset Selection 

 

Previous researches on ensemble are either based on the 
difference of training sets, such as bagging[3] and boosting 
[11], or on difference of classifiers[17]. The ensemble creation 
method proposed here is based on the difference among 
feature subsets which correspond to different chromosomes. 
Since GA wrapper approach involves generating a population 
of “good” subset features, it is quite natural to base it for our 
ensemble member selection process. There is one caveat, 
however. One needs to balance between accuracy and 
diversity. An ensemble is effective only when the member 
classifiers are both accurate and diverse. If one selects only 
those classifiers with a high accuracy, the ensemble may not 
have a sufficient diversity. If, on the other hand, one focuses 
on the diversity of classifiers or their corresponding subset of 
features, their individual members’ accuracy may not be high. 
Thus, it is critical how to balance these two contradictory 
objectives in a structured way. Our approach is based on the 
following observation that in an early stage of genetic 
evolution, the chromosomes tend to be more diverse but less 
accurate while in a latter stage of genetic evolution, the 
surviving chromosomes tend to be more accurate but less 
diverse. Thus, we propose to stop the genetic evolution 
process early so that diversity is still kept while accuracy is 
acceptable. Then, “diverse” subset of chromosomes is chosen 
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from the finalists. The proposed Feature Selection Ensemble 
(FSE) procedure is described in Figure 4. 

 

Phase 1 (Early stopped GA) 

Step 1. Evolve a population of classifiers each of which 
employs a subset of features for(1−ε)⋅100% of time T, 

where T is the time necessary for complete 
convergence and 0<ε <1. 

Step 2.  Select all those “premature” classifiers. 

Phase 2 (Selection of diverse Classifiers)  

Step 1.  Identify k groups of SVM classifiers, each of which 

employs the same set of features.  (Even if a same set of 

features were used, different classifiers could result in general, 

depending on the particular SVM parameters such as γ and 
cost ｃ used during training.) 

Step 2.  Choose for each group the SVM classifier ƒi  that has 

the smallest validation error, resulting in a total of k (≤

n) classifiers. 

Step 3.  For each classifier ƒi, compute the validation output 

vector if
uv

 = (ƒi (1), ƒi (2), …, ƒi (N)), where ƒi (k) is the 

output of classifier i for the k-th validation pattern. 

Step 4.  Compute hamming distance HD(i,j) between every 

pair of validation output vectors if
uv

 and if
uv

. (There 

are a total of kC2 such distances.) 

Step 5.  Select the classifiers involved in the largest HD, the 

second largest HD, and so on until the pre-determined 

number of classifiers is obtained.  (If HD(3,7) were 

the largest, for instance, classifiers 3 and 7 would be 

obtained.)  

Figure 4. Proposed Feature Selection Ensemble(FSE) procedure 

 

The proposed Feature Selection Ensemble(FSE) procedure 
consists of two phases, GA phase and classifier selection 
phase.  First, in GA phase, a typical GA wrapper is run to 
find T. Then, those chromosomes that emerge at (1−ε) × 
100% of T are identified for phase 2. As mentioned earlier, if 
the GA process is let to run to converge, very accurate but 
similar classifiers will result, thus lowering the diversity.  
They are considered to be reasonably accurate and fairly 
diverse. 

Second, in the classifier selection phase, we try to select a 
subset of classifiers from phase 1 for an ensemble. Since they 
are already reasonably accurate, we focus here the diversity. 

The problem of choosing the most diverse subset of classifiers 
based on their validation predictions can be transformed into a 
set packing problem, which is known as NP-complete. Thus, 
we employed a greedy heuristic approach where a pair of 
classifiers with a largest difference is selected, then another 
pair with a second largest difference is selected, and so on. 
The difference between two classifiers is estimated by the 
hamming distance between two respective validation output 
vectors corresponding to the two classifiers. The first step in 
phase 2 identifies k groups of SVM classifiers, each of which 
employs the same set of features. Note that even if a same set 
of features were used, different classifiers could result in 
general, depending on the particular SVM parameters such as 
γ  and cost ｃ used during training. In the second step, the 
SVM classifier ƒi that has the smallest validation error for 
each group is chosen, resulting in a total of k (≤n) classifiers. 
Then, for each classifier ƒi, compute the validation output 
vector if

uv
 = (ƒi (1), ƒi (2), …,ƒi(N)), where ƒi (k) is the output 

of classifier i for the k-th validation pattern.  Based on these 
vectors, hamming distance HD(i,j) between every pair of 
validation output vectors if

uv
 and if

uv
 is computed (There are a 

total of kC2 such distances.). Finally, at step 5, those classifiers 
are selected which are involved in the largest HD, then those 
involved in the second largest HD, and so on until the pre-
determined number of classifiers is obtained. If HD(3,7) were 
the largest, for instance, classifiers 3 and 7 would be obtained. 
Or alternatively, the top χ% of the HDs could be considered 
and all the classifiers involved would be obtained. In the latter, 
the exact number of classifiers can not be determined a priori. 

The proposed FSE procedure employs three kinds of 
parameters which must be set and tuned by the user. First is 
the set of parameters related to GA such as the number of 
generations, crossover and mutation rates. In particular, GA is 
usually let to run until the population fitness change becomes 
very small. Here, we set the generation number to 100 Second 
is the set of parameters related to the base learner or SVM. For 
Gaussian kernels, its width parameter γ and cost parameter α 
need to be set. They could have been put into a chromosome 
and “optimal” values could have been obtained through GA 
search. Due to an increased computational time, their ranges 
were set and tuned within the ranges in a randomized fashion. 
The third kind involves those parameters particular to our 
proposed approach : the number of ensemble members and 
“early stop” parameter ε. We set the number of ensemble size 
as 10 in this study. Parameter ε controls the level of accuracies 
and diversity of the population. If ε is too large, the 
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chromosomes will show a high level of diversity while the 
quality is low. On the contrary, if ε is too small, the 
chromosomes will have a high quality, but the level of 
diversity will be low. Setting parameter ε requires an empirical 
justification through a priori studies on the problem 
complexity against GA convergence. The values of ε’s were 
set between 10% to 20%, that is, the final chromosomes were 
80% to 90% mature. 
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Figure 5. ROC points of the seven response models 

 

Table 1. Seven different models to be compared 

MLP-FF Single MLP with Full Feature Set 
SVM-FF  Single SVM with Full Feature Set 
EMLP  Ensemble MLP with Full Feature Set 
FSVM-PCA  SVM with feature subsets selected by PCA 
FSVM-DT SVM with feature subsets selected by DT 
SVM-FS  SVM with Feature Selection (by GA wrapper)
FSE (proposed) SVM Ensemble based on Feature Selection 

 

A popular measure of performance is an ROC graph which 
plots true positive rate(TP) against false positive rate(FP)(see 
Figure 5). Point(0,1) in the figure corresponds to perfect 
classification. SVM’s performance is denoted by a single(FP, 
TP) pair point in the figure. Compared to other measurements, 
an ROC curve has the following characteristics. An ROC 
curve or point is independent of class distribution or error 
costs. An ROC graph encapsulates all information contained 
in the confusion matrix, since FN is the complement of TP 
and TN is the complement of FP. ROC curves provide a visual 
tool for examining the tradeoff between the ability of a 
classifier to correctly identify positive cases and the number of 
negative cases that are incorrectly classified. Figure 5 presents 
(FP, TP) pairs for the seven models(see Table 1). The perfect 

model would fall on (0, 1). The proposed FSE lies closet to it 
while SVMFS and EMLP look pretty close. SVMF has a 
good TP but is FP is too large. 

4. Pattern Selection 

A third major problem encountered in response modeling 
is sheer volume of data or patterns. Generally speaking, 
retailers keep huge amounts of customer data. Moreover, a 
new customer’s record is added on top of it on and on. Even 
though data mining algorithms are designed to deal with the 
problem, it is always desirable to sample the data and work on 
a subset of the huge data set. The problem is more severe 
when the most powerful classification model of our time is 
employed, the support vector machine[15]. In support vector 
machine, quadratic programming(QP) formulation is made 
where the dimension of kernel matrix (M×M) is equal to the 
number of training patterns(M). A standard QP solver has time 
complexity of order O(M3) : MINOS, CPLEX, LOQO and 
MATLAB QP routines. And the solvers using decomposition 
methods approximately have time complexity of T·O(Mq 
+q3) where T is the number of iterations and q is the size of 
the working set : Chunking, SMO, SVM light and SOR[6]. 
Needless to say, T increases as M increases. One way to 
circumvent this computational burden is to select some of 
training patterns in advance which contain most information 
given to learning. One of the merits of SVM theory 
distinguishable from other learning algorithms is that it is clear 
that which patterns are of importance to training. Those are 
called support vectors(SVs), distributed near the decision 
boundary, and fully and succinctly define the classification 
task at hand[4]. Furthermore, on the same training set, the 
SVMs trained with different kernel functions, i.e., RBF, 
polynomial and tanh, have selected almost identical subset as 
support vectors[13]. Therefore, it is worth finding such would-
be support vectors prior to SVM training.  

Here we propose neighborhood property based pattern 
selection algorithm(NPPS). The time complexity of NPPS is 
O(vM) where v is the number of patterns in the overlap region 
around decision boundary[14]. We utilized k nearest 
neighbors to look around the pattern’s periphery. The first 
neighborhood property is that “a pattern located near the 
decision boundary tends to have more heterogeneous 
neighbors in their class-membership”. The second 
neighborhood property dictates that “an overlap or a noisy 
pattern tends to belong to a different class from its neighbors”. 
And the third neighborhood property is that “the neighbors of 
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a pattern located near the decision boundary tend to be located 
near the decision boundary as well”. The first one is used for 
identifying those patterns located near the decision boundary. 
The second one is used for removing the patterns located on 
the wrong side of the decision boundary. And the third one is 
used for skipping calculation of unnecessary distances 
between patterns, thus accelerating the pattern selection 
procedure. Figure 6 shows the proposed algorithm. 
 

 

NPPS() 

{ 

Initialize D with randomly chosen patterns from D. 

 

  While D_e^0 not empty do    { 

  /* Choose x satisfying [expanding criteria] */ 

 

  /* Select x satisfying [Selecting criteria] */ 

 

/* Update the pattern sets : Expanded, Non-expanded, 

Selected */ 

 

   /* Compute the next evaluation set */ 

 

        i = i+1  } 

   return S^i 

} 

/* where Neighbors_entropy 
 

Neighbors_match 

 

Figure 6. Neighborhood Property based Pattern selection algorithm 

 

Figure 7 visualizes one of the experimental results of 
artifical probles previously reported The decision boundaries 
in both figures look quite similar, thus, generalization 
performance is mimilar. The results show that NPPS reduced 
SVM training time up to almost two orders of magnitude with 
virtually no less of accuracy  

 
(a) SVM result with all patterns 
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Table 2. Comparison between SVM trained with all data vs. sampled data.2)

Training 
Patterns 
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Execution 
Time (sec) 
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Table 2 clearly shows how the proposed pattern selection 
method works for DMEF4 dataset. Out of 81,226 patterns, 
slightly more than 10% or 8,871 were selected. However, 

                                            

1) Decision boundary is depicted as a solid line and the margins are 
defined by the dotted lines in both sides of it. Support vectors are 
outlined. Figure (a) indicates a typical SVM result of all patterns 
while (b) stands for that of selected patterns by NPPS. 

2) The column, ‘SELECTED’ of Execution Time includes SVM 
training time as well as NPPS running time. 

(
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about one fifth of support vectors were selected. The 
execution time was reduced from 4,820 seconds to 129 
seconds, achieving almost 40 times decrease while resulting in 
almost identical error rate. 

5. Conclusions 

In this paper, we addressed three major data mining issues 
in response modeling. They include instability of complex 
nonlinear models, too many potential predictor variables to 
consider, and too many data in the database. For instability 
problem, we suggested to use bagging ensemble method. For 
variable selection problem, we proposed a genetic algorithm 
based wrapper approach. For pattern selection problem, we 
proposed a neighborhood property based method. All these 
proposed methods were empirically shown that they are 
effective. A real world data set from Direct Marketing 
Educational Foundation(DMEF) was employed. Future works 
include simplification or removal of phase two in wrapper 
approach and pattern selection for regression problem.  
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